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Abstract
Cataract affects the quality of fundus images, especially the contrast, due to lens opacity. In this paper, we propose a scheme
to enhance different cataractous retinal images to the same contrast as normal images, which can automatically choose the
suitable enhancement model based on cataract grading. Amulti-level cataract dataset is constructed via the degradation model
with quantified contrast. Then, an adaptive enhancement strategy is introduced to choose among three enhancement networks
based on a blurriness classifier. The blurriness grading loss is proposed in the enhancement models to further constrain the
contrast of the enhanced images. During test, the well-trained blurriness classifier can assist in the selection of enhancement
networks with specific enhancement ability. Our method performs the best on the synthetic paired data on PSNR, SSIM, and
FSIM and has the best PIQE and FID on 406 clinical fundus images. There is a 7.78% improvement for our method compared
with the second on the introduced Ph score without over-enhancement according to Poe, which demonstrates that the proper
enhancement by our method is close to the high-quality images. The visual evaluation on multiple clinical datasets also shows
the applicability of our method for different blurriness. The proposed method can benefit clinical diagnosis and improve the
performance of computer-aided algorithms such as vessel tracking and vessel segmentation.

Keywords Retinal image enhancement · Contrast standardization · Blurriness grading · Adaptive enhancement

1 Introduction

Cataract is one of the common eye diseases in clinical pho-
tography and diagnosis. The quality of cataractous fundus
images is not always satisfactory due to the opacity of the
refractive medium. Low-quality cataractous fundus images
often have low contrast globally or locally, which affects
the accuracy of clinical diagnosis as well as the perfor-
mance of automatic retinal image processing [1]. Retinal
image enhancement can be employed as a pre-processing
step for cataractous retinal images to improve the visibility
of image structure and lesion area [2]. Figure1 shows the syn-
thetic cataractous image and the enhancement example via
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the proposed method. The influence of blurriness on vessel
segmentation is also displayed in Fig. 1.

The blurriness of cataractous images is divided into
four classes [4], which is shown in Fig. 2. A non-cataract
image is displayed in Fig. 2a, in which the retinal structure
such as optic disc and blood vessels can be seen clearly.
Therefore, it does not require enhancement. Figure2b,
c, and d are the fundus images of mild, moderate, and
severe cataracts respectively. The fundus structure is grad-
ually blurred and becomes invisible with the aggrava-
tion of cataract. The contrast of images decreases as the
cataract worsens. Accordingly, they require different levels
of enhancement to standardize the contrast to the normal
fundus.

Many classical [5, 6] and deep learning fundus image
enhancement methods [7, 8] have been investigated in recent
years. It is difficult to obtain clear and blurry fundus image
pairs clinically for the training of deep learning methods.
Therefore, some methods degenerate high-quality fundus
images to get correspondingblurry images [9].Convolutional
neural networks or transformer-based networks are used
for the enhancement in these deep learning methods [10].
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Fig. 1 Enhancement of the
cataractous fundus image. The
bottom left is the enlarged part,
and the bottom right is the
vessel segmentation. a
High-quality fundus image and
vessel labels from DRIVE [3]. b
Cataractous fundus image
synthesized through the
introduced degeneration model.
c Enhancement of the
synthesized cataractous image
through the proposed method.
The image contrast is adjusted
to the appropriate range, and
blood vessels become clear after
enhancement (a) (b) (c)

However, these methods do not discriminate different blur-
riness in the enhancement and usually use a single enhance-
ment network for different blurriness and degradation, which
may limit the accuracy of the enhancement. As a single net-
work is employed and cataractous imageswith different blur-
riness are put together as the low-quality image in the train-
ing, inappropriate enhancement such as over-enhancement or
under-enhancement usually cannot be avoided. In addition,
high-quality images will also be processed by thesemethods,
which will lead to a decrease of the image quality.

In this paper, we propose a cataractous fundus image
enhancement frameworkwith a blurriness classifier andmul-
tiple enhancement networks to standardize the image contrast
to a normal range. An adaptive enhancement strategy that
combines cataract grading and fundus imagegeneration algo-
rithms is employed in this paper. During test, we use the
blurriness classifier to estimate the blurriness of the fundus
image and select the corresponding enhancement network.
The image is no longer processed when it is classified as high
quality. The main contribution of this paper is as follows:

• We are the first to incorporate cataract grading in deep
learning-based retinal image enhancement methods. Our
method can adaptively normalize the contrast of different
cataractous images.

• A degradation model for cataractous image synthesis is
introduced, where the blurriness is quantified with the
ability to correspond to clinical cataractous image.

• Blurriness grading loss is employed to further constrain
the contrast of the enhanced images, which can reduce
over-enhancement as well as under-enhancement.

• We propose two metrics, Ph and Poe, to evaluate the
degree of enhancement. Statistical results indicate that
image contrast after our enhancement is similar to high-
quality fundus images, which means image contrast is
standardized.

2 Related work

2.1 Classical retinal image enhancement

Classical retinal image enhancement algorithms can be cate-
gorized into three groups: histogramequalization (HE)-based
methods [11, 12], retinex theory-based methods [6, 13], and
image formation model (IFM)-based methods [14, 15]. HE-
based methods like the contrast limited adaptive histogram
equalization [5] improve the histogramequalization to reduce
the over-enhancement. Retinex theory-based methods are
also widely used in image enhancement, and estimating
the illumination, reflection, and scale is the key factor [6].
IFM-basedmethods estimate the background light and trans-
mission map to enhance fundus images, and dark channel
prior [16] is always employed. Considering the complexity
of degeneration, the above classical enhancement meth-
ods are sometimes used jointly or step by step [11, 13].

Fig. 2 Cataractous fundus
images of different blurriness. a
Non-cataract. bMild cataract. c
Moderate cataract. d Severe
cataract. The blurriness
increases as the cataract
deteriorates

(a) (b) (c) (d)
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Table 1 Comparison of different methods

Method Training data Advantages and disadvantages

Classical method None A: No training process

D: Require prior knowledge to design multiple steps

Enhancement via unpaired image translation Unpaired data A: Can leverage the abundant unpaired data

D: Artifacts sometimes appear

Enhancement via image degradation Synthetic paired data A: Networks are straightforward and easy to converge

D: Rely on degradation algorithms

A and D represent advantages and disadvantages

Different kinds of degeneration, such as insufficient bright-
ness or low contrast, are processed separately in classical
methods [14, 17]. The discriminative treatment is straight-
forward and effective for different degeneration, which can
be utilized in deep learning methods for cataractous retinal
images with different contrast.

2.2 Enhancement based on retinal image
degradation

Acquiring pixel-to-pixel retinal image pairs of different clar-
ities under the same imaging condition such as angle, focal
length, and exposure is extremely difficult in retinal photog-
raphy. Some fundus image enhancementmethods employ the
cycle consistency [18] through unpaired image translation to
loosen the constraint of insufficient paired training data [19].
However, unreal artifacts sometimes appear without the pixel
level constraint in these methods [20].

Therefore, researchers use the degradation of high-quality
fundus images to obtain corresponding blurred fundus
images. Then, the corresponding network is designed and
trained by these pre-generated paired data. A fundus image
degradation model is proposed in [9], where light transmis-
sion disturbance, image blurring, and retinal artifact are sim-
ulated on high-quality fundus images to obtain the degraded
images. Then, a clinically oriented fundus enhancement net-
work (cofe-Net) is proposed to correct the low-quality fundus
images. Luo et al. [21] designed a two-step fundus image
degradationmethod. TheCataractDehazeNet is trained using
pairs of synthesized cataract-like images through supervised
learning. An additive cataract blur is designed in [22], which
gives a higher intensity at the fundus border to simulate
the disparity of illumination intensity. Then, the annotation-
freely restoration network (ArcNet) for cataractous fundus
images is proposed to boost the clinical practicability of
restoration. These methods usually utilize a single enhance-
ment network to deal with different image degeneration.
Table 1 shows the comparison of different methods.

2.3 Cataract grading

Automatic cataract grading and diagnosis algorithms have
been studied recently [23], involving data in different modal-
ities [24] such as color fundus photographs and slit lamp
photographs. DST-ResNet and EDST-ResNet [25] are pro-
posed for cataract classification that can prevent overfitting
and reduce storage memory. In [26], a global–local atten-
tion network is proposed to handle the cataract classification
task. Keenan et al. [27] developed the DeepLensNet for the
classification of age-related cataract and the performance
approaches that outperforms ophthalmologists and medical
students. An automated deep learning-based artificial intelli-
gence platform is proposed in [28],where three convolutional
neural networks are ensembled in their algorithms. The grad-
ing can provide auxiliary information such as the blurriness
level for the adaptive enhancement, which is not exploited
by current enhancement methods yet.

3 Method

3.1 Overview

Our approach first degenerates high-quality fundus images
and then trains enhancement networks, which belongs
to enhancement based on retinal image degradation. The
flowchart is shown in Fig. 3. Denote the high-quality fun-
dus image as xh ∈ R

W×H×3, where W and H represent
the width and height of the image. The cataract-like fundus
images {xkb}3k=1 ∈ R

W×H×3 are obtained through the degra-
dationmodelM , where k ∈ {1, 2, 3} represents the blurriness
grades of the image. Image contrast varies among differ-
ent blurriness. After getting the multi-level cataract dataset,
three sets of generative adversarial networks {Gk, Dk}3k=1
with the same structure are trained using the correspond-
ing synthetic cataractous image and high-quality image pairs
{{xkb}3k=1, xh} to enhance different blurriness. The classifier
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Fig. 3 Flowchart of our
approach. First, synthetic fundus
images {xkb}3k=1 with different
blurriness are obtained through
the degradation model M .
During training, the blurriness
classifier C is trained in
advance. Then, multiple
networks {Gk , Dk}3k=1 with the
same structure are trained
independently to enhance
different blurriness. During test,
the classifier C predicts the
blurriness k′ of the clinical
fundus image y. It will be sent to
the corresponding generator Gk
when it is classified as blur, and
it will not be processed when it
is classified as high quality

C is trained in advance. Then, the blurriness grading lossLbg

through the classifier C can constrain the enhancement level
to avoid over-enhancement and under-enhancement. During
the test phase, we use the classifier to predict the blurriness
level k′ of the clinically collected cataractous fundus image
y. If the image is classified as blurred, it will be sent to the
corresponding enhancement network Gk for enhancement,
and it will not be processed if the image is classified as high
quality.

3.2 Multi-level cataractous fundus image synthesis

3.2.1 Degradation model

It is difficult to obtain cataractous and high-quality image
pairs clinically. Therefore, we propose a degradation model
for cataractous fundus image synthesis. The degradation pro-
cess is based on the image formation model [16], which is
widely used in natural image dehazing and has shown good
performance in the synthesis of hazy images [29]. The degra-
dation model M can be expressed as

xb = M(xh) = xh · t + A(xh) · (1 − t), (1)

where xh is the input high-quality image, xb is the degener-
ated cataract-like image, and A(·) is used to estimate the local
average brightness of the high-quality images, where a two-
dimensional Gaussian convolution is employed. The radius
of the Gaussian kernel is set as 1

6 of the image size to cover
the basic retinal structure like optic disc, and the standard
deviation is set as the radius divided by π . The transmission
parameter t ∈ (0, 1] is adjustable to control the blurriness,
which describes the transmissivity of the refractive medium
in the fundus. In fundus photography, the reflection light from
the retina passes through the vitreum, lens, and cornea before

it reaches the camera. If the eye is healthy, the refractive
medium is often with good transmissivity and the acquired
image is of good clarity with t → 1. When the fundus has
cataract, the refractivemedium is turbid. Therefore, the trans-
mission parameter t is reduced,which ranges from0 to 1. The
contrast of the input image is stretched if t is greater than 1.

Fig. 4 Synthesized multi-level cataractous fundus images through the
degeneration model. a Severe cataract, t = 0.15. b Moderate cataract,
t = 0.25. cMild cataract, t = 0.4. d The reference high-quality image.
e Over-enhanced image, t = 2. Synthetic images (bottom left) are
compared to another clinical cataractous imagewith the same blurriness
(bottom right) in a–c
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3.2.2 Image synthesis

Initially, we generate 20 degraded retinal images for each
high-quality image by adjusting the transmissivity of t , and
the step of t is 0.05 and the range is from 0 to 1. These
images are then assessed and compared visually with the
real cataractous retinal images. Based on the suggestions
of two ophthalmologists, we determine to generate the reti-
nal images when the transmissivity t is 0.15, 0.25, and 0.4.
The synthesized cataractous images are shown in Fig. 4.
Figure 4a–c are synthetic cataractous fundus images of dif-
ferent blurriness. The synthetic image has similar blurriness
to the real cataractous image, where the contrast and vis-
ibility of their blood vessels are similar. When t = 0.15,
the severe cataractous fundus image is synthesized. When
t = 0.25 and t = 0.4, moderate cataractous fundus image
and mild cataractous fundus image are synthesized respec-
tively. Figure4e is anover-enhanced fundus image xoe,which
is synthesized through themodel with t = 2, to train the clas-
sifier C to recognize the over-enhanced images.

3.3 Adaptive enhancement for cataractous retinal
images

3.3.1 Adaptive enhancement strategy

The enhancement model can be trained after getting the
paired training data {{xkb}3k=1, xh}. We propose an adap-
tive enhancement strategy for different cataractous images.
Specifically, a classifier for cataract grading and three sets
of generative adversarial networks with the same structure
are employed in the adaptive enhancement strategy. The
enhancement is adjusted according to cataract grading. Dur-
ing training, the blurriness classifier is trained in advance
using multi-level cataractous fundus images synthesized
through the degradation model to determine the blurriness
of input images. Then, three enhancement models of gen-
erative adversarial networks are trained independently with
synthetic data of different cataract grades to enhance differ-
ent blurriness. The blurriness in the training set is quantified
through the degradation model, so the enhancement ability
for each network is guaranteed. In addition, we use the well-
trained classifier to calculate the blurriness grading loss Lbg

to further constrain the enhancement ability of the model.
During test, the blurriness of the test image is predicted, and
the enhancement model is selected automatically to achieve
adaptive enhancement. Inappropriate enhancement in Fig. 5
cannot be avoided without the assistance of the blurriness
classifier C . Our enhancement can standardize the image
contrast to a suitable range as high-quality images, as well as

avoid performance decrease caused by training jointly with
different blurriness, which is discussed in Sect. 4.3.

3.3.2 Objective functions

As shown in Fig. 3, our method has a blurriness classi-
fier C and three sets of generative adversarial networks
{Gk, Dk}3k=1. The network structure and the training process
of the three sets of generative adversarial networks are the
same, and only the training data is different. Detailed model
structures are shown in Table 2, and objective functions are
as follows.

ClassifierC:Our blurriness classifier adopts the structure
of ResNet-18 [30]. Training the classifier requires catarac-
tous fundus images of three different blurriness {xkb}3k=1,
high-quality fundus images xh, and the over-enhanced fun-
dus image xoe. Denote the input image as xc and their one-hot
label o, where xc ∈ {{xkb}3k=1, xh, xoe}. The multiclass cross
entropy is used as the classification loss:

Lcls = −
∑

o · log(C(xc)). (2)

After training, the classifier can predict the blurriness k′ ∈
{1, 2, ..., 5} of the fundus image and assist in the selection of
the enhancement model.

Generator G: Our generator adopts the U-net [31]
structure. Skip connections are utilized between the down-
sampling layers and the corresponding upsampling layers.
The loss of the generator consists of three parts: the adver-
sarial loss LG

adv , the content Lc, and the blurriness grading
loss Lbg .

The adversarial loss of the generator LG
adv is as follows:

LG
adv = (Dk(xkb,Gk(xkb)) − 1)2. (3)

It facilitates the generator to generate the fundus image as
realistic as possible.

The content lossLc uses theL1 loss between the enhanced
image x̂h and the high-quality image xh to constrain the
enhanced image as similar as the ground truth. It can be
expressed as follows:

Lc = ‖xh − Gk(xkb)‖1, (4)

where ‖ · ‖1 is the 1-norm.
The blurriness grading loss Lbg aims to constrain the

blurriness of the enhanced image. It utilizes the classi-
fier to identify the blurriness of the generated image and
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Fig. 5 Inappropriate
enhancement. a Synthetic
cataractous image. b
Under-enhancement. c
Enhancement with the matched
model. d Over-enhancement. e
Real cataractous image. f
Under-enhancement. g
Enhancement with the matched
model. h Over-enhancement

constrains the blurriness to be close to high-quality images
to avoid over-enhancement or under-enhancement.

Lbg = −
∑

oh · log(C(Gk(xkb))), (5)

where oh is the one-hot label of the high-quality image xh.
The total loss of the generator can be expressed as follows:

LG = LG
adv + λcLc + λbgLbg, (6)

where λc and λbg are the weights of the losses.
Discriminator D: The discriminator is a 5-layer convo-

lutional network. The conditional adversarial network [32] is

used, where the conditional image xkb concatenates with the
enhanced image x̂h or the high-quality image xh. We express
the adversarial loss Ladv separately, where LD

adv is for the
discriminator and LG

adv is for the generator. The least-square
loss is employed for the adversarial loss of the discriminator
LD
adv , which can be expressed as follows:

LD
adv = (Dk(xkb, x̂h))

2 + (Dk(xkb, xh) − 1)2. (7)

The discriminator is used to distinguish whether the input is
from the real fundus or the fundus enhanced by the generator.

Table 2 Model structures Operator Channels

Classifier ResNet-18 [30]

Parameters: 11.179 M

Generator Conv4×4 → TransConv4×4, stride 2 64

Conv4×4 → TransConv4×4, stride 2 128

Conv4×4 → TransConv4×4, stride 2 256

Conv4×4 → TransConv4×4, stride 2 512

Conv4×4 → TransConv4×4, stride 2 512

Conv4×4 → TransConv4×4, stride 2 512

Conv4×4 → TransConv4×4, stride 2 512

Parameters: 41.826 M

InstanceNorm, Down: LeakyReLU, Up: ReLU

Discriminator Conv4×4, stride 2 64

Conv4×4, stride 2 128

Conv4×4, stride 2 256

Conv4×4, stride 1 512

Conv4×4, stride 1 1

Parameters: 2.768 M

InstanceNorm, LeakyReLU
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4 Results and discussion

4.1 Implement details

We select 503 high-quality fundus images from the Ocular
Disease Intelligent Recognition (ODIR) dataset [33], where
images with the label of cataract in the dataset are excluded.
In addition, the structure of the fundus should be as clear as
possible, including main retinal structures such as optic disc,
macula, main blood vessels, and small retinal structures such
asmicroaneurysms, hard exudation, drusens, and small blood
vessels after two bifurcations. The high-quality images are
divided into Synthetic Training Set and Synthetic Test Set at
a ratio of 2:1 (336:167), and then they are processed using
the degeneration model M . Clinical Test Set contains 406
fundus images. Blurred fundus images are not pre-selected,
so some high-quality fundus images are mixed in the test set.
The in-house clinical data used in our experiments is from
theBeijing Eye Study collected byBeijing TongrenHospital.
The Beijing Eye Study is a population-based cross-sectional
investigation that was performed in an urban district and a
rural region in Greater Beijing. The Ethics Committee of the
Beijing Tongren Hospital approved the study protocol, and
all participants gave their written informed consent. Images
are resized to 512 × 512 in our experiments.

The batch size of the classifierC is set as 24 and 15 epochs
are trained. The learning rate is 1e−3 and decays twice at the
5th and 10th epochs. The enhancement networks use a batch
size of 1 and a learning rate of 2e−4. λc and λbg are set as 200
and0.2 respectively. The networks are trained for 100 epochs.
Random brightness augmentation following the settings in
cofe-Net [9] is utilized during the training of both classifier
and enhancement networks considering that the brightness
may be variable for clinically acquired fundus images.

Quantitative evaluation metrics are selected based on
whether the test set has reference images. PSNR [34],
SSIM [35], and FSIM [36] are used for Synthetic Test
Set as full-reference evaluation metrics. For Clinical Test
Set, Perception-based Image Quality Evaluator (PIQE) [37],
Frechet Inception Distance (FID) [38], and cataract grading
results are leveraged. The standard deviation (STD) along
with themean value has been calculated for quantitative eval-
uation.We utilize the well-trained classifierC to evaluate the
blurriness level of the enhanced images and observe whether
they are under-enhanced or over-enhanced. Ph represents the
probability that the enhanced image is recognized as high
quality by the classifier C , and Poe indicates the probability
of over-enhancement. The calculation is as follows:

Ph = Nh

N
, (8)

Poe = Noe

N
, (9)

Fig. 6 Confusion matrix of the classification results on Synthetic Test
Set. Severe, moderate, and mild represent the grades of cataract. HQ
and OE are high quality and over-enhancement respectively

where N denotes the number of input image. Nh and Noe are
the number classified as high quality and over-enhancement
respectively.

4.2 Ablation study

We use Synthetic Test Set in our ablation study. The classifi-
cation results are shown in Fig. 6. The classification accuracy
of the blurriness reached 98.68%. In the case ofmisclassifica-
tion, they are only classified into adjacent categories, which
has less impact than other wrong categories.

The ablation experiments of enhancement networks are
shown in Table 3. We randomly select the enhancement
networks when we test without the assistance of the classi-
fier C . The inappropriate enhancement (over-enhancement,
under-enhancement) leads to a large drop in results. The pro-
posed adaptive enhancement strategy can grade and enhance
cataractous fundus images with the help of the classifier C ,
which is shown in the second row in Table 3. It has the
best SSIM score on moderate cataract. After adding Lbg ,
the enhancement results are further improved. The average
value of SSIM reaches 0.9297.

Table 3 Ablation experiments

C Lbg Severe Moderate Mild Average

× × 0.9007 0.9124 0.8849 0.8994
√ × 0.9039 0.9315 0.9403 0.9252
√ √ 0.9116 0.9295 0.9480 0.9297

SSIM on Synthetic Test Set is shown in the table
Bold numbers in the table show the best scores
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Fig. 7 Enhancement results of ablation study. a Synthetic severe
cataract and the enhancement. b Moderate cataract. c Mild cataract.
d High-quality image. e Enhancement without Lbg . f Enhancement
with Lbg

Visual comparison of enhancement results of different
cataract is shown in Fig. 7a–c. Different grades of cataract
all achieve good enhancement results, and there is no obvi-
ous difference between the enhanced results. Our method
can unify cataractous images with large differences of blur-
riness into a suitable and observable contrast as high-quality
images. Figure7d–f display the impact of Lbg . Figure7e is
a little whiter than the other two images without the help of
Lbg .

Fig. 8 Enhancement results for the joint training strategy. We jointly
train an enhancement network with images of severe cataract and mild
cataract. The horizontal axis represents the sampling proportion of
severe blur in the training data without changing the sampling range.
With the proportion of severe cataract data decreasing during training,
the enhancement ability for severe cataractous images decreases in the
test phase

4.3 Influence of training jointly

Wealso investigate the influence of training jointly. The base-
line generative adversarial networkswithout the classifier are
leveraged in the experiments. By adjusting the proportion
of mild cataract and severe cataract in Synthetic Training
Set, multiple enhanced networks are trained. The test results
on Synthetic Test Set are shown in Fig. 8. The best result
for severe cataract is to train with only the severe catarac-
tous images. As the proportion of mild cataract increases
in the training data, the enhancement accuracy reduces for
the severe cataract, although the network has the ability to
enhance different blurriness. The experiments show that dif-
ferent blurriness affects each other when they are trained
together, which will lead to a decrease in the accuracy of the
results. Our adaptive enhancement can avoid the interaction
of training jointly.

4.4 Comparison with other methods

4.4.1 Comparison on synthetic data

We first perform the comparison on Synthetic Test Set. We
compare classical retinal image enhancementmethods: Zhou
et al. [11], Xiong et al. [14], Gupta et al. [12], Cao et al. [6],
Zhang et al. [13], unpaired image translation methods: You
et al. [7], Zhao et al. [39], Yang et al. [20], and methods
with data degradation: cofe-Net [9], ArcNet [22]. The deep
learning methods use the well-trained weights provided by
the authors or they are retrained with refined parameters if
the weights are not available.

The results of the quantitative evaluation are shown in
Table 4. Our method performs the best on Synthetic Test Set
with 27.92 PSNR, 0.9297 SSIM, and 0.9858 FSIM with the
minimum standard deviation value 2.5e−4. The STD values
of PSNR and SSIM are 4.9 and 3.6e−2, which does not per-
form as well as other methods, such as the classical method
Cao et al. [6] with STD of 1.4 and 2.8e−2. Our method uses
data augmentation on brightness during training following
the settings in cofe-Net [9] to adjust the inappropriate inten-
sity, while Cao et al. [6] design specific steps to retain the
original color. The adjusted brightness is easier to observe
for images with imperfect illumination, but it will increase
the standard deviation for PSNR and SSIM. If we remove
the data augmentation, the STD of PSNR and SSIM will
drop to 1.6 and 8.5e−3. But we retain the data augmentation
on brightness considering the improvement on visual assess-
ment and the variable brightness in clinical photography.

The inappropriate enhancement may lead to the decline
of the enhancement visually and quantitatively. As shown in
Fig. 9, our method can enlarge the contrast of the image to
a suitable range on the synthetic dataset. After the enhance-
ment, the structure of blood vessels and optic discs in the
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Table 4 Quantitative comparison with other methods on synthetic and clinical datasets

Synthetic Test Set Clinical Test Set A Clinical Test Set B
PSNR ↑ SSIM ↑ FSIM ↑ PIQE ↓ [37] Ph ↑ FID ↓ [38] Poe ↓

Zhou et al. [11] 20.131.7 0.90153.1e−2 0.92379.1e−4 14.964.2 0.6333 125.0 0.6838

Xiong et al. [14] 26.321.5 0.78725.4e−2 0.86016.9e−4 16.445.3 0.3370 72.04 1

Gupta et al. [12] 21.381.6 0.87672.8e−2 0.84418.6e−4 14.884.3 0.6556 61.43 0.8456

Cao et al. [6] 25.721.4 0.91722.8e−2 0.92063.2e−3 14.734.3 0.1815 103.7 1

Zhang et al. [13] 19.521.7 0.85773.4e−2 0.83837.7e−4 16.106.1 0.6296 110.8 0.7941

You et al. [7] 25.543.9 0.82261.1e−1 0.92594.3e−4 16.926.1 0.4889 37.29 0.1103

Zhao et al. [39] 27.482.9 0.88843.1e−2 0.92767.0e−4 14.344.1 0.6852 39.65 0

Yang et al. [20] 24.842.1 0.89722.7e−2 0.93531.9e−3 16.063.0 0.7148 36.18 0

cofe-Net [9] 22.963.0 0.89794.4e−2 0.91731.4e−3 22.334.8 0.4000 27.61 0

ArcNet [22] 20.341.3 0.89663.3e−2 0.90896.2e−3 19.393.8 0.6185 41.33 0.3456

Ours 27.925.5 0.92973.6e−2 0.98582.5e−4 13.483.5 0.7926 18.74 0

The standard deviation is displayed after the mean value
Bold numbers in the table show the best scores

image becomes clearer, which is very close to the ground
truth high-quality image.

4.4.2 Comparison on clinical data

Clinical Test Set is clinically collected data, where images of
different quality are collected at the same time during clinical
photography. We use the classifier to identify high-quality
images apart from images that need to be enhanced. The
classification results are shown in Table 5. Clinical Test Set
A and Clinical Test Set B are tested and discussed separately.

Clinical Test Set A contains 270 images that need to be
enhanced. The comparison results are displayed in Table 4.

Our method performs the best on the PIQE score of 13.48
with the second small standard deviation value of 3.5.
Furthermore, we evaluate the enhanced results with the
blurriness classifier C . The large value of Ph represents
the contrast after enhancement is close to the high-quality
image. Our enhancement has the best Ph score of 0.7926
and improves by 7.78% compared with the second. It means
that the proposed method has the appropriate enhancement
ability, which can help to avoid over-enhancement and under-
enhancement.

The visual comparison on Clinical Test Set A of differ-
ent methods is shown in the second row of Fig. 9. Figure9g
looks very blurry that needs to be enhanced. Structures such

Fig. 9 Visual comparison with other methods on synthetic and clini-
cal datasets. a Synthetic moderate cataract. b Zhou et al. [11]. c Zhao
et al. [39]. d cofe-Net [9]. e Ours. f Ground truth high-quality image. g
Clinical blurry image classified by C . h Cao et al. [6]. iYang et al. [20].
j ArcNet [22]. k Ours. l High-quality image from Clinical Test Set B

classified by C , where the bottom right is the over-enhanced image of
Xiong et al. [14]. b and h are classical retinal image enhancement meth-
ods. c and i are unpaired image translationmethods. d and j aremethods
with data degradation. The enlarged part of the image is displayed in
the left bottom of the image
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Table 5 Classification on Clinical Test Set using the well-trained
classifier

Clinical Test Set A Clinical Test Set B
Severe Moderate Mild HQ OE

9 41 220 136 0

as blood vessels are almost invisible, which is challeng-
ing for fundus enhancement algorithms. Other methods are
somewhat under-enhanced for such severe blurriness. The
blurriness of this image is evaluated as severe by our blur-
riness classifier. The proposed method has an enhancement
network for severe blurriness. The fundus structure is well
restored after enhancement. Our method can enhance the
image contrast to a suitable range similar to high-quality
images according to the blurriness.

Images in Clinical Test Set B are classified as high qual-
ity. Our method does not additionally process these fundus
images. The comparison results are shown in Table 4.We use
another dataset containing 200 high-quality fundus images
as the reference dataset for FID. In the experiments, the FID
of the classical enhancementmethods is generallyworse than
that of the deep learning methods, which may be caused
by over-enhancement. As shown by Poe in the table, the
over-enhancement ratio of the classical methods is also
higher. Four retinal image enhancement methods including
our method do not have over-enhanced images, and their FID
values are also smaller. Figure9l is the high-quality image
of Clinical Test Set B identified by the blurriness classi-
fier C . The image contrast and brightness do not need to
be adjusted again. The redundancy enhancement may lead to
over-enhancement as shown in the bottom right of the image.

We also test clinical image pairs before and after cataract
surgery from Beijing Tongren Hospital for visual assess-
ment. The visibility of the fundus structure is improved after
cataract surgery, which can be regarded as the ground truth
of the low-quality image before surgery. As shown in Fig. 10,
the visibility of the fundus structure before surgery decreases
as blurriness increases. After enhancement, the fundus con-
trast is corrected to a normal range as high-quality images
and easy to observe. Some enhanced vessels are even clearer
than after surgery, such as the case of severe blurriness in the
third row.The enhanced images are all classified as high qual-
ity by our classifier. The experiments on the cataract surgery
dataset demonstrate that our method can suitably enhance
the fundus with different blurriness.

4.4.3 Statistical test

We conduct a statistical analysis for the experiments. First,
the Shapiro-Wilk test [40] is employed for the SSIM of dif-
ferent enhancement results on the Synthetic Test Set. The

(a) (b) (c)

Fig. 10 Visual comparison of clinical image pairs before and after
cataract surgery. a Cataractous images before surgery. b Enhancement
via our method. cGround truth after surgery. The first, second, and third
rows are mild, moderate, and severe blurriness respectively recognized
by our classifier

results of the p-value are all less than 0.05, indicating the
SSIM results are not Gaussian distribution. Then, we carry
out the Wilcoxon signed-rank test [41], a nonparametric sta-
tistical hypothesis test of matched-pair data, for the statistical
analysis of different methods. The enhancement of cofe-Net
[9] and ArcNet [22] are tested along with the ablation exper-
iments because they are based on image degradation, which
has a similar process to ours. In Table 6, the p-values of
the statistical test are less than 0.05, which demonstrates our
method is statistically different from others.

4.5 Applications

This method can be applied as preprocessing for clinical
diagnosis or related algorithms. As shown in Fig. 11a–c, low
contrast of the image affects the accuracy of the blood vessel
tracking algorithm on clinically fundus images. The track-
ing results are corrected after enhancement by our method.

Table 6 Wilcoxon signed-rank
test for SSIM on the Synthetic
Test Set

p-value

Baseline 2.54e−53

Baseline + C 1.76e−17

cofe-Net [9] 9.12e−66

ArcNet [22] 1.56e−65
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(a) (b) (c)

(d) (e) (f)

Fig. 11 Vessel tracking and segmentation of the enhancement. aBlurry
image. b Vessel tracking before enhancement. c Vessel tracking after
enhancement. d Blurry image. e Vessel segmentation before enhance-
ment. f Vessel segmentation after enhancement

Our method can also improve vessel segmentation, which is
shown in Fig. 11d–f.

We propose an adaptive retinal image enhancement
method in this paper. Image quality of cataractous images
is improved, and inappropriate enhancement is avoided after
the enhancement. Our approach benefits clinical diagno-
sis via enhancing cataractous retinal images to the same
quality as normal images and improves the performance of
computer-aided algorithms such as vessel tracking and vessel
segmentation.

5 Conclusion

We propose an adaptive cataractous retinal image enhance-
ment method in this paper. Our method can automatically
enhance the fundus to the appropriate contrast with the help
of cataract grading. A degradation model is proposed to
degenerate high-quality fundus images into different grades
of cataract with quantified contrast. An adaptive enhance-
ment strategy is developed for contrast standardization. Our
method keeps the contrast of enhanced images similar to
normal retinal images so that the adverse impact caused by
cataract can be removed for clinical diagnosis.

The contrast of some images is extremely small, and
all retinal structures cannot be seen, where the blurriness
exceeds the severe cataract investigated in this paper.We can-
not enhance these images well at present, which is one of the
limitations of the proposed work. In addition, the low-quality
fundus images in clinics have different forms of deteriora-
tion, such as uneven brightness and out-of-focus. Our future
work will concentrate on other image deteriorations besides

low contrast caused by cataract and incorporate more effi-
cient network structures.
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